Module 4

Pronunciation & prosody



Roadmap

« Modules |-2: The basics * Block | Week 4
« Modules 3-5: Speech synthesis » Module 3:text processing
» Modules 6-9: Speech recognition * Block | Week 5

« Class trip

» Module 4: pronunciation & prosody

« Block | Week 6
» Assisnment Q&A
» Module 5: waveform generation

e Block | Week /

« Submission of first assignment




Orilentation

Coffee costs £2.

» |ext-to-speech pipeline architecture

+ Normalise text coffee costs two pounds .
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 Predict pronunciation & prosody

« (Generate waveform
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VWhat you shoulc

alreac

y know

* From the videos & readings

» |etter to sound (LT59)

» A worked example of LTS using a

classification tree

» Prosody prediction

+  morphology

POS

»dictionary lookup

of word + POS

- syllables & lexical stress

LTS (rules or model)

»  post-lexical rules

+ gathering and preparing training data

+ choosing the predictors

- growling the tree (learning from data)

+ placement of events (classification)
- deciding their types (classification)

- realisation (regression)



JToday's topics - Module 4: pronunciation & prosoc
THEORY APPLICATION
SPEECH SIGNAL PROBABILISTIC e SYNTF;E:\'J;OQM FEATURE AOTK:Q:\-:IEC;JPEEC:;;?j:glit CONNECTED
SIGNALS ~ PRODUCTION PERCEPTION| PROCESSING MODELLING FRONT END  GENERATION| EXTRACTION MATCHING MODELS SPEECH
CONCEPTS PRONUNCIATION
PROSODY
MODELS &
DATA
STRUCTURES

PHONEME

DECISION TREE

ALGORITHMS &
ANALYSIS

LEARNING
DECISION TREES




Jloday's topics - Moc

ule 4: pronunciation &

Orosody

PHONEWE

~

PRONUNCIATION —\

DECISION
TREE

LEARNING
DECISION
TREES

PROSODY '~J




Machine | earning

Speech synthesis - pronunciation & prosody

Classification And Regression Trees (CARTSs)

classification: understar
regression: measuring t
stopping criteria

ding en’

ropy as a measure of pred

ne pred

ictability of a continuous va

ictability

rlable



Ste

b | - define the overall task we are going to solve

from the orthographic form:

predict the pronunciation:

HOGWASH

HH AA G W AA SH

PHONEWE

PRONUNCIATION




Step 2 - break the task down into simple, solvable, sub-tasks

from one letter
of the orthographic form: HOGWASH

predict zero, one or two phones
of the pronunciation: HH AA G W AA SH




Step 3 - obtain the raw training data
- for Letter-to-Sound (LT5), this i1s simply a pre-existing dictionary

here are some words from the CMU dictionary that use the letter "A”

HOGWASH HH AA G W AA SH
CARWASH K AA R W AA SH
WARRANT W AO R AH N T
WARRANTY W AO R AH N T 1IY
HARDWARE HH AA R D W EH R
SOFTWARE S AO F T W EH R
WARES W EH R Z



Ste

D 4 - define the predictee

- Whic

A

bhone are we going to

DIreC

ict from this letter?

HOGWAS®SH

HH AA G W AA SH



Step 5 - choose the predictors

HOGWAS®SH

HH AA G W AA SH



Ste

O 6 - get the training data reac

y for machine learning
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Machine Learning

Speech synthesis - pronunciation & prosody

Classification And Regression Trees (CARTSs)

classification: understar

ding en

ropy as a measure of pred

ictability

regression: measuring t
stopping criteria

ne pred

ictability of a continuous va

rlable



IN-class exercise

Building a decision tree for phrase-break prediction



Step | - define the overall task we are going to solve

For a sentence, prec

PROSODY

1

like

IC

- where the

bhrase breaks shoulc

to ride Dbikes.

1

break

g0.



Ste

b 2 - break the task ¢

own INto sim

dle, solvable, sub-tasks

For each word,

DIred

ict whether there |s

er It.

bhrase break a

I 1like +to ride

break

A

bikes.

break

break break break



Step 3 - obtain the raw training ¢
this is going to be expensive because it will involve manually labelling spoken utterances

Words

Breaks

Words

Breaks

Words

Breaks

Words

Breaks

Words

Breaks

Words

Breaks

Food

BREAK
Apples

BREAK
He

One
BREAK

Shaken

BREAK

ke

and

but

S

BREAK

yet

ata

1O

drink

NOt

but

WYe)

BREAK

NOt

ride

are

pears

BREAK

she’s

stirred

BREAK

bikes

BREAK
nice

BREAK

Not

BREAK

three

BREAK
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Step 4 - C

efine the predictee

and the possible values it can take: BREAK —or— No break

Words

Breaks
Words

Breaks
Words

Breaks
Words

Breaks
Words

Breaks

Words
Breaks

No break

-00d
BREAK

Apples
BREAK

He
No break

One
BREAK

Shaken
BREAK

ke

No break

and

No break

oOut

No break
S
BREAK

No break

yet

No break

1o
No break

drink

No break

NOt
Nlo break

Ut

No break

e
BREAK

NOt
No break

ride
No break

dare

No break

pears
BREAK

she's
No break

No break

stirred
BREAK

bikes
BREAK

nice
BREAK

No break

Not
BREAK

three

BREAK

No break

No break

No break

No break

No break



Step 5 - choose the predictors
they can only be things that you will also know for the test data

VVords
POS

Breaks

| ke to ride bikes

N V 10 V N PUNC
No break No break No break No break BREAK No break



Step 5 - choose the predictors

Words
POS

Breaks

Words

POS
Breaks

VWords
POS
Breaks

Words
POS

Breaks

VWords

POS
Breaks

Words
POS
Breaks

N

No break

-00d
N
BREAK

Apples
N

BREAK

e

N\

No break

One
CD
BREAK

Shaken

J)
BREAK

like
V

No break

and
CC
No break

DUt
CC
No break

S
V
BREAK

PUNC
No break

yet
CC
No break

1O
10

No break

drink
N
No break

Not
RB
No break

but
CC

No break

WO

CD
BREAK

Not
RB

No break

ride
V

No break

are
V
No break

pears
N

BREAK
she'’s
N

No break

PUNC
No break

stirred

J
BREAK

bikes
N

BREAK
nice

J
BREAK

PUNC
No break

NOt
V

BREAK

three
CD

BREAK

PUNC
No break

PUNC

No break

PUNC
No break

|
PUNC

No break

PUNC
No break



Step 6 - get the training C

ata reac

y for machine learning

Words

Predictor 1 : L POS
Predictor 2 : C POS
Predictor 3 : R POS

Predictee

NO-BREAK

like

NO-BREAK

to

NO-BREAK

ride

NO-BREAK

bikes

BREAK NO-BREAK

Words

Predictor 1 : L POS
Predictor 2 : C POS
Predictor 3 : R POS
Predictee

Food

BREAK

and

NO-BREAK

drink

NO-BREAK

are

NO-BREAK

nice

BREAK NO-BREAK

Words

Predictor 1 : L POS
Predictor 2 : C POS
Predictor 3 : R POS
Predictee

Apples

BREAK

but

NO-BREAK

not

NO-BREAK

pears

BREAK

NO-BREAK

Words

Predictor 1 : L POS
Predictor 2 : C POS
Predictor 3 : R POS
Predictee

NO-BREAK

IS

BREAK

but

NO-BREAK

she’s

NO-BREAK

not !

BREAK NO-BREAK

Words

Predictor 1 : L POS
Predictor 2 : C POS
Predictor 3 : R POS
Predictee

One

BREAK

NO-BREAK

two

BREAK

NO-BREAK

three

BREAK NO-BREAK

Words

Predictor 1 : L POS
Predictor 2 : C POS
Predictor 3 : R POS
Predictee

Shaken

BREAK

yet

NO-BREAK

not

NO-BREAK

stirred

BREAK

NO-BREAK
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Make a list of all

L POS =
L POS =
L POS =
L POS =
L POS =
L POS =
L POS =

L POS =

NOSSIble ¢

uestions

C POS =
C POS =
C POS =
C POS =
C POS =
C POS =
C POS =

C POS =

R POS =

R POS =

R POS =

R POS =

R POS =

R POS =

R POS =

R POS =



Try question “C POS = N "

C POS =NV




Measure goodness of s

Entropy at the Y node
# data points
Entropy at the N node
# data points

# data points in total
Total entropy

dlit for the question 'C POS = N 77

4 BREAK 0.50
4 NO BREAK 0.50
3
8 BREAK 0.31
18 NO BREAK 0.69
260
34

-0.50
-0.50
1.00 bits

-0.52

-0.37
0.89 bits

0.92 bits



Try all possible questions, measuring soodness of split (as entropy, in bits)

L POS = PUNC C POS = PUNC R POS = PUNC 0.47
L POS = N CPOS=N 0.92 RPOS=N

LPOS =V CPOS=YV RPOS =YV

LPOS = TO CPOS=T0O RPOS = TO

L POS = CC C POS = CC R POS = CC 0.74
L POS = JJ C POS = JJ R POS = JJ

L POS = RB C POS = RB R POS = RB

L POS = CD CPOS=CD R POS = CD



Machine Learning

Speech synthesis - pronunciation & prosody

Classification And Regression Trees (CARTSs)

classification: understar
regression: measuring t

ding en’

ropy as a measure of pred

ne pred

ictability of a continuous va

ictability

rlable

stopping criteria
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Machine Learning

Speech synthesis - pronunciation & prosody

Classification And Regression Trees (CARTSs)

classification: understar
regression: measuring t

stopping criteria

ding en’

ropy as a measure of pred

ne pred

ictability of a continuous va

ictability

rlable



Stopping criteria (we may use several)

 Classification or Regression

» all data points have the same value for the predictee (job donel)
» all data points have the same values for all predictors
» equivalently: no avallable question can split them
* humber of data points in parent node is below a thresholad
* humber of data points in a child node would fall below a threshold

» Classification only

» cannot reduce entropy by more than some pre-specified amount

» Regression only

* cannot reduce variance by more than some pre-specified amount
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VWhat next!?

. We h .
= NAVE pitch accent

* normalised the text phrase initial J phrase final

N <

sidhnaxkaetsaet sl
¢ pl”edicted PI’OSOdY "the Cat Sat"

DET NN VB

* predicted pronunciation

 [hat completes the
linguistic specification

» Next, from that linguistic specification

o In Module 5
* It's time to generate a waveform



