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Generation tasks
• Controllable TTS
• “zero shot”
• natural language description

• Speech editing
• Voice Conversion (VC)
• Voice privacy

Classification tasks
• Automatic Speaker Verification (ASV)
• “Anti-spoofing” / deepfake detection
• Source speaker tracing



Generation tasks

• Controllable TTS
• “zero shot”
• natural language description

• Speech editing

• Voice Conversion (VC)
• Voice privacy



Voice Conversion

Encoder VocoderDecoder



Voice Conversion - easy to train with parallel data, if you have some...

Encoder Decoder



Voice Conversion without parallel data

Encoder Decoder

Early systems: 
1. create pseudo-parallel data, 
2. train the system in the same way as for parallel data.



Voice Conversion without parallel data: cycle-based approach

Encoder DecoderEncoder Decoder

Cycle approach: 
1. convert source-to-target; cannot measure loss 
2. convert target back to source; now measure the loss.



2. Conventional VAE-based VC

The flow of conventional VAE-based VC is illustrated by

the upper part of Fig. 1. Let Xt = [e(x)!

t , s
(x)!

t ]!,

e
(x)
t = [e(x)t (1), . . . , e(x)t (De)]

!, and s
(x)
t =

[s(x)t (1), . . . , s(x)t (Ds)]
! be the De + Ds, De, and Ds-

dimensional feature vectors of the input, the excitation, and the
spectra, respectively, at frame t. In the training phase, given a
set of network parameters {θ,φ}, a sequence of input features
X = [X!

1 , . . . ,X
!
T ]

! and time-invariant Dc-dimensional

source speaker-code features c(x) [19], a set of updated

network parameters {θ̂, φ̂} is estimated by maximizing the
variational lower bound function [23] as follows:

{θ̂, φ̂} = argmax
θ,φ

T∑

t=1

L(θ,φ,Xt, c
(x)), (1)

where

L(θ,φ,Xt, c
(x))=−DKL(qφ(zt|Xt)||pθ(zt))

+Eqφ(zt|Xt)
[log pθ(s

(x)
t |zt,c

(x))], (2)
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(σ)
φ (Xt)
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ẑ
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zt denotes a Dz-dimensional latent feature vector, fφ(·) de-
notes an encoder network, gθ(·) denotes a decoder network, #
denotes an element-wise product, and N (;µ,Σ) is for a Gaus-
sian distribution with mean vector µ and covariance matrix Σ.

Therefore, the reconstructed source spectra feature vector

ŝ
(x)
t , i.e., estimated spectra with the same speaker characteris-

tics as the input source speaker, is given by

ŝ
(x)
t = gθ(ẑ

(x)
t , c(x)). (6)

On the other hand, the converted source-to-target spectra ŝ
(y|x)
t ,

i.e., estimated spectra with the voice characteristics of a desired
target speaker, is given by

ŝ
(y|x)
t = gθ(ẑ

(x)
t , c(y)), (7)

where c(y) denotes the time-invariant Dc-dimensional target
speaker-code features [19]. In this paper, we use not only
source, but also target speakers as input in training. In order
to use the corresponding target speaker as the input speaker,
i.e., optimization of reconstructed target spectra and/or perform-
ing target-to-source conversion, the notations of x and y, in
Eqs. (1)–(7), are swapped with each other. Though, the perfor-
mance of VAE-based VC is noticeably insufficient because the
conversion flow is not considered in the parameter optimization.

3. Proposed CycleVAE-based VC

In this paper, to improve the VAE-based VC, as illustrated in
Fig. 1, we propose CycleVAE, which is capable of recycling the
converted spectra back into the system, so that the conversion
flow is indirectly considered in the parameter optimization. A
similar idea has also been proposed as a cycle-consistent flow
in a self-supervised method for visual correspondence [24].

In the proposed CycleVAE-based VC, the parameter opti-
mization is defined as follows:

{θ̂, φ̂} = argmax
θ,φ

T∑

t=1

L(θ,φ,Xt, c
(x), c(y)), (8)
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Figure 1: Flow of the conventional VAE-based (upper-part) and
the proposed CycleVAE-based (whole diagram) VC. Converted
input features include converted excitation features, such as lin-
early transformed F0 values. One full-cycle includes the esti-
mation of both reconstructed and cyclic reconstructed spectra.
Each of encoder and decoder networks are shared for all cycles.
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The index of the n-th cycle is denoted as n. The total number

of cycle is N . Ŷ n,t denotes the converted input features at n-th

cycle, ê
(y|x)
t denotes the converted source-to-target excitation

features, e.g., linearly transformed F0, ŝ
(x|x)
n,t denotes the cyclic

reconstructed spectra at n-th cycle, and at n = 1, ŝ
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in the proposed CycleVAE-based VC, the conversion flow is
indirectly optimized through the consideration of the converted

spectra ŝ
(y|x)
n,t in each n-th cycle.

Cycle-based approach:    source-target-source    &    source-source
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Encoder Decoder

Voice Conversion without parallel data: ASR+TTS approach

In the conversion stage, fundamental frequency (F0),
MCEPs and an aperiodic component (AP) are extracted for
one source utterance first. Then, parameters of the converted
speech are generated as follows: MCEPs are mapped by the
trained DBLSTM model. Log F0 is converted by equalizing
the mean and the standard deviation of the source and target
speeches. AP is directly copied. Finally, the STRAIGHT
vocoder is used to synthesize the speech waveform.

2.3. Limitations

Despite its good performance, the DBLSTM-based approach
has the following limitations: 1) it relies on parallel training
data which is expensive to collect; 2) the influence of DTW
errors on VC output quality is unavoidable.

3. PROPOSED APPROACH: VC WITH
PHONETIC POSTERIORGRAMS (PPGS)

To solve the limitations of the baseline approach, we propose
a PPGs-based approach with the belief that PPGs obtained
from an SI-ASR system can bridge across speakers.

3.1. Overview

Trained SI-
ASR Model *

Target Speech

Parameter
Extraction

Source Speech

Parameter
Extraction

MFCC

Training Stage 2 Conversion Stage

Converted
MCEPs

Training Stage 1

Standard ASR
Corpus

Parameter
Extraction

SI-ASR
Model Training

MFCC
MFCC

PPGs

MCEPs

Converted
Speech

Linear
Conversion

AP

Log F0

PPGs

�means these two models are the same

Trained SI-
ASR Model *

Trained
DBLSTM Model

DBLSTM
Model Training

STRAIGHT
Vocoder

Fig. 3. Schematic diagram of VC with PPGs. SI stands for
speaker-independent. Target speech and source speech do
not have any overlapped portion. The shaded part will be
presented in Fig. 5.

As illustrated in Fig. 3, the proposed approach is divided
into three stages: training stage 1, training stage 2 and the
conversion stage. The role of the SI-ASR model is to obtain
a PPGs representation of the input speech. Training stage
2 models the relationships between the PPGs and MCEPs
features of the target speaker for speech parameter generation.
The conversion stage drives the trained DBLSTM model with

PPGs of the source speech (obtained from the same SI-ASR)
for VC. The computation of PPGs and the three stages will be
presented in the following subsections.

3.2. Phonetic PosteriorGrams (PPGs)

A PPG is a time-versus-class matrix representing the posterior
probabilities of each phonetic class for each specific time
frame of one utterance [11, 12]. A phonetic class may refer
to a word, a phone or a senone. In this paper, we treat
senones as the phonetic class. Fig. 4 shows an example of
PPG representation for the spoken phrase “particular case”.

Fig. 4. PPG representation of the spoken phrase “particular
case”. The horizontal axis represents time in seconds and the
vertical one contain indices of phonetic classes. The number
of senones is 131. Darker shade implies a higher posterior
probability.

We believe that PPGs obtained from an SI-ASR can
represent articulation of speech sounds in a speaker-
normalized space and correspond to speech content speaker-
independently. Therefore, we regard these PPGs as a bridge
between the source and the target speakers.

3.3. Training Stages 1 and 2

In training stage 1, an SI-ASR system is trained for PPGs
generation using a multi-speaker ASR corpus. The equations
are illustrated by the example of one utterance. The input
is the MFCC feature vector of tth frame, denoted as Xt.
The output is the vector of posterior probabilities Pt =
(p(s|Xt)|s = 1, 2, · · · , C), where p(s|Xt) is the posterior
probability of each phonetic class s.

As shown in Fig. 5, training stage 2 trains the DBLSTM
model (speech parameter generation model) to get the
mapping relationships between the PPG and the MCEPs
sequence. For a given utterance from the target speaker,
t denotes the frame index of this sequence. The input is
the PPG (P1, · · · ,Pt, · · · ,PN ), computed by the trained
SI-ASR model. The ideal value of the output layer is the

Authorized licensed use limited to: University of Edinburgh. Downloaded on March 20,2025 at 13:49:18 UTC from IEEE Xplore.  Restrictions apply. 

Phonetic Posteriorgram 
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Voice privacy

Input speech segment

spk

content

prosody

s1

c1 c2 … cn

p1 p2

Anonymization Module

Anonymized speech

emotion e1

FastSpeech2

Phonetic Transcription

F0, Energy, Phone duration

s1

Speaker Embedding Anonymized Speaker Embedding

Emotion embedding

Hifi-GAN

p3

73

DOI: 10.21437/SPSC.2024-13

http://doi.org/10.21437/SPSC.2024-13


Classification tasks

• Automatic Speaker Verification (ASV)

• “anti-spoofing”
• deepfake detection

• Source speaker tracing



Automatic Speaker Verification (ASV)

ASV system

user claims their identity 
+ 

provides a speech sample 
as evidence

yes: identity verified

no: claim rejected



Automatic Speaker Verification (ASV)

ASV system

speaker 
classifier

speaker 
embedding



RECAP! What are all those layers for? Learning representations!

a representation of 
the input a representation of 

the output

learned 
intermediate 
representations

a sequence of non-linear projections

Module 8 - speech synthesis using Neural Networks 
Video 1 - What is a Neural Network?



Speaker embedding

speaker 
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1-hot 
speaker 

class



Speaker verification using speaker embeddings



Automatic Speaker Verification: error behaviour

false positive rate (accidentally accept an imposter)

false negative rate 
(accidentally reject the 

true speaker)

0%

Equal Error Rate: EER 
(lower is better)



“spoofing” attacks on Automatic Speaker Verification

ASV system

bad actor creates a 
synthetic speech sample 

+ 
presents it to the ASV 

system



Countermeasures against “spoofing” attacks on ASV

ASV system

bad actor creates a 
synthetic speech sample 

+ 
presents it to the ASV 

system

Countermeasure

attack 
detected!



State-of-the-Art countermeasures: trained from data

Countermeasure

attack 
detected!

pass to 
ASV system...

feature extractor

classifier



Self-Supervised Learning (SSL)

model

“the  ?  sat on the mat”

“the cat sat on the mat”



Self-Supervised Learning (SSL)

model

?

extract internal 
representation



Source speaker tracing (here, just verification)

The SLT 2024 Source Speaker Tracing Challenge (SSTC 2024) Evaluation Plan
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1. Introduction
Speaker verification (SV) stands as a pivotal biometric authen-
tication technology in the real world, exerting widespread influ-
ence on our daily lives. Particularly in recent years, with the
advancement of deep neural networks, SV has witnessed ex-
tensive application across various domains, encompassing mo-
bile devices, smart homes, smart cities, and the financial sector.
Given the intrinsic significance of security to these applications,
the resilience of speaker verification systems against spoofing
attacks (e.g., speech synthesis, voice conversion (VC), speech
editing, etc.) becomes more and more important.

Countermeasures have been developed in recent years
to defend SV systems from spoofing attacks. The Au-
tomatic Speaker Verification Spoofing and Countermeasures
(ASVspoof) challenges [1, 2, 3, 4] and Audio Deepfake De-
tection (ADD) Challenges [5, 6] are held to facilitate inde-
pendent assessments of spoofing vulnerabilities and assess the
performance of countermeasures against spoofing. However,
these countermeasures typically focus on discriminating be-
tween bona fide speech and spoofed speech for SV systems,
and there are limited efforts to address the source speaker trac-
ing problem – identify the information of the source speaker or
eventually reconstruct the speech of the source speaker from the
manipulated speech signals. Source speaker identification has
potential applications in crime investigation and judicial proce-
dures. For example, source speaker identification can help iden-
tify a suspect involved in financial fraud with voice conversion-
based impersonation spoofing.

The Source Speaker Tracing Challenge (SSTC) is designed
to identify the information of the source speaker in manipulated
speech signals. This year’s challenge focuses on the task of
source speaker verification against voice conversion. The objec-
tives of this challenge are to: 1) benchmark the current source
speaker verification technology under this challenge condition,
2) promote the development of new ideas and technologies in
related areas, and 3) provide an open, accessible and large-scale
converted speech database for source speaker verification re-
lated research.

2. Task Setting
The challenge comprises two tasks:

• Task I Source speaker verification against voice con-
version: As shown in Fig 1, given a source speaker’s

Figure 1: Source speaker verification against voice conversion.

speech utterance and a target speaker’s speech utter-
ance, VC manipulates the speech signal of the source
speaker to make it sound like the target speaker while
preserving the linguistic content. Participants will be
asked to develop models to extract information about
the source speaker from the converted speech and de-
cide whether two converted utterances are from the same
source speaker.

• Task II Research Paper Track: Participants are invited
to contribute research papers to our special session at the
SLT 2024 conference. The topics include but are not
restricted to source speaker tracing, Invertible voice con-
version, spoofing method tracing and all other topics re-
lated to speech anti-spoofing countermeasure.

3. Database
3.1. Source and target speaker datasets

As shown in Table 2. We utilize Librispeech [19] as the source
speaker dataset and VoxCeleb [20, 21] as the target speaker
dataset. Within Librispeech, to ensure the quality of the con-
verted speech, the train-clean section (train-clean-100 and train-
clean-360, comprising 132,553 utterances from 1,172 speak-
ers), dev-clean subset (consisting of 2,703 utterances from 40
speakers) and test-clean subset (composed of 2,620 utterances

sstc-challenge.github.io

http://sstc-challenge.github.io
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• Larger models, larger data
• Pre-training
• open models used as starting point by other 

researchers
• fine-tuning and/or prompting

• Multi-task models
• speech
• music
• “general audio”



What next?

• Today’s “state-of-the-art” will not last

• But understanding the history of TTS 
will help us understand what comes 
next

• Read the literature
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