
Evaluation of speech synthesis

• Case study: the Blizzard Challenge
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Evaluation case study: The Blizzard Challenge

• Annual evaluation of speech synthesis systems in which participating teams build a voice 
for their system using a common data set

• A large online listening test is used to evaluate the systems
• Goal:

• understand and compare research techniques
• Method:

•  build voices on a common dataset
• evaluate them in a single listening test

• The “hub” task is to take the released speech data, build synthetic voices, and synthesize a 
prescribed set of test sentences. 
• There are usually also several optional “spoke” tasks
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Typical timeline

•  Feb   Databases released
•  Mar   Test sentences released
•  Apr   Deadline for submitting synthesized speech 
•  Apr   Evaluation system goes live
•  Jun    End of Evaluation
•  Jul     Results distributed to teams
•  Sep   Presentation of results at a workshop
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Benchmark systems can be used to compare across different evaluations

• NATURAL Natural speech from the same speaker as the corpus 
• FESTIVAL   The Festival unit-selection benchmark system
• HTS            HMM-based benchmark system

• Benchmark systems are intended to provide some comparability across listening tests
• i.e., across years of the Challenge

• Increasingly difficult to do in recent years due to rapidly-changing modelling paradigms
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 mXac  
 I2R  
 Nokia  
 DFKI 
 TUD 
 IBM  
 NICT/ATR  
 Toshiba 
 HTS

 Natural speech 
 Festival benchmark 
 HTS benchmark  
 IIIT  
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 SUCLAST  
 USTC 
 CSTR/Cereproc
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How the Blizzard Challenge presents 
results for MOS Naturalness
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How the Blizzard Challenge presents 
results for Intelligibility as WER
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Typical statements that can be made about the results

• Natural speech is significantly more natural and more similar to the original speaker than 
any synthesiser

• Systems S and K are both significantly more natural and more similar to the original 
speaker than all other synthesisers

• System S is as intelligible as natural speech

• But there is no significant difference in intelligibility between system S and a number of 
other systems (B,C,K,L,O,P)
• so we cannot state that system S is more intelligible than other systems
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Absolute Category Rating (ACR) - unfortunately not Absolute, but Relative

original results
from 2013

replication
performed in 2022

Le Maguer, King, Harte. “The limits of the Mean Opinion Score for speech synthesis evaluation.” 
Computer Speech and Language 84, March 2024, DOI: 10.1016/j.csl.2023.101577



Absolute Category Rating (ACR) - unfortunately not Absolute, but Relative

replication
performed in 2022

testing only some of
the better systems



Evaluation of speech synthesis

• Discussion points
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Discussion points - Blizzard Challenge

• is it possible to cheat on the Blizzard Challenge?
• if so, what can you do to prevent cheating by participating teams

• can you design a challenge that only evaluates
1. the front-end linguistic processor?
2. a component of the front-end, e.g., LTS
3. the waveform generator

• is the Challenge “ecologically valid”
• discuss what that really means
• can you think of improvements, to make it more valid
• would your improvements change the outcomes / results / findings / conclusions ?

Module 5 - evaluation
Class



Module 5 - evaluation
Class

Does the lack of ecological validity matter though?
In some respects it certainly is not a problem: if our
synthesiser is as intelligible as natural speechwhen using
difficult, meaningless sentences then we would be
confident that it would be at least as intelligible using
normal sentences. That is, the laboratory testing situation
can uncover effects that would shrink into insignificance
in the real world and the only danger is that we are
identifying rather small differences. We still have
confidence that we can identify the best system, although
we may over-estimate how much better than the next
system it actually is.

But in other respects the lack of ecological validity
is much more serious. The idealised environment is the
most serious issue: real end users do not operate in quiet
environments free of distractions. The 2009 Challenge
included a condition in which the synthetic speech was
corrupted by a simulated telephone channel (King and
Karaiskos, 2009) and the Hurricane Challenge men-
tioned in Section 4.1.2 addressed the problem of speech-
in-noise muchmore rigourously. The tasks used are also
a problem, since listeners are allowed to perform them
under no significant constraints on their attention or
time. There is doubtless still much to learn from experi-
mental psychology, including the use of distractors to
disguise to true purpose of the experiment, or methods
which can introduce realistic levels of cognitive load
into our subjects.

Despite these widely-recognised potential problems
with how TTS is generally evaluated, there have been
few attempts to innovate. Perhaps this is for the simple
reason that any alternative would almost certainly yield
far fewer data points per hour of testing time than current
paradigms, and so be less practical and more costly. But
perhaps it is just plain laziness: researchers prefer to
spend their time inventing exciting new methods for
synthesising speech, not worrying about whether they
are actually measuring the quality of their work in the
best way, especially when the burden of some of that
evaluation can be offloaded to an external Challenge.

4.3. Open issues

4.3.1. Whole system vs. component-level evaluations

As we mentioned in Section 2, Blizzard only at-
tempts end-to-end system evaluations. Moreover, it also
bundles in the data preparation stages such as alignment
with the text and optional hand-corrections performed
by some participants. In other words, it evaluates the
totality of the systems components and the engineering
skill and effort needed to make it work well on a new
database. Conclusions about whichmethod is “best” are
therefore inevitably filtered through the level of expertise
and available resources of the team implementing that
method. This may be a partial explanation of the “fail-
ure” of some entries: the idea had merit, but the imple-
mentation was flawed. The availability of resources for

checking and correcting the data varies widely between
participants. To quantify the effect this has on overall
quality, one year’s Challenge did release hand-checked
alignments but this was found to be of limited use be-
cause it does not guarantee consistency across systems,
since some may use a different phonetic inventory or
pronunciation dictionary. Some participants have
themselves investigated the benefits of manual annota-
tions (Chu et al., 2006).

Providing linguistic specifications may appear to be
one way to isolate the waveform generation component,
but it would not be possible for some participants to
modify their systems to use an externally-provided lin-
guistic specification.

4.3.2. Common data, but what else?

The core of the Blizzard Challenge is the shared
corpus which all participants are required to use. Its size
has varied over the years, generally getting larger over
time, and several years have seen specific sub-challenges
involving restricted corpus sizes. As we havementioned
a number of times throughout this paper, a common
corpus only ‘levels the playing field’ to some degree
and there remain many other uncontrolled factors which
may explain differences between systems. It is probably
impossible to entirely separate out the effectiveness of
a proposed technique from the skill of the engineer who
implements it. Simple techniques, implemented by ex-
perts, can perform very well. Certainly, complex tech-
niques poorly implemented are not likely to succeed.
Within a single year of the Challenge then, it is hard to
say for sure that one technique is better than another.

But, by looking over several years of Challenges, as
we have done here, we can start to find independently-
constructed systems being entered that use a common
technique. When we see several of these performing
well, then it becomes more reasonable to say that this
is a good technique. Clear examples of this (if imple-
mented skilfully) include unit selection, which almost
guarantees a good naturalness score, HMM-based
methods, which almost guarantee good intelligibility,
and hybrid systems which maintain the high naturalness
of unit selection and start to approach the intelligibility
of HMM systems.

4.3.3. Too much at stake leads to too little risk

As the Challenge becamemore andmore established,
and a firm fixture in the calendar, awareness of it began
to rise outside the immediate circle of participating re-
searchers. A negative effect of this is that participation
in the Challenge has become a more public affair:
poorlyperforming entries no longer go un-noticed but
instead start to attract attention. For the research labs in
large corporations, this presents a major barrier to par-
ticipation in the Challenge, since their manage-
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Challenge can claim a couple of concrete contributions
in its own right.

4.1.1. Advances in objective measures

Although not directly used to rank the systems with
the Challenge, objective measures of speech quality
have made some progress over the last decade. Most
notable is the work of Falk et al. (2008), Hinterleitner
et al. (2010) and Norrenbrock et al. (2012) who have
collectively pursued instrumental (that is, signal-based
rather than listener-based) measures; these have begun
to show useful results. These measures attempt to
replicate the judgements that listeners would provide
for a given set of speech signals. The Blizzard Challenge
has been able to provide a substantial training set of
signals-plus-listener-ratings on which object measures
can be tuned and additional independent data sets on
which their effectiveness can be tested.

4.1.2. Spinoffs and related evaluations

The Blizzard Challenge was itself inspired by the
long tradition of common evaluation tasks from the field
of ASR, and has in turn inspired others to use this
methodology to measure (and hopefully promote)
progress in other fields. TheHurricane Challenge (Cooke
et al., 2013) evaluated methods for improving the intel-
ligibility of natural or synthetic speech in the presence
of additive noise, and its organisation closely followed
the Blizzard model, with an open invitation to the com-
munity to participate, a common data set and set of rules,
and a large centralised listening test run by the organis-
ers. The Albayzin Challenges in 2010 (Díaz et al., 2011)
and 2012 included a replication of the Blizzard Chal-
lenge, using a Spanish corpus.

4.2. Room for improvement

4.2.1. What to evaluate

Naturalness and intelligibility remain the main
evaluation criteria for speech synthesis, with judgements
being elicited from listeners on a Lickert scale (Likert,
1932). Naturalness remains poorly defined, although
listeners do seem to have a clear idea of what is being
asked of them given the consistency of their judgements.
Intelligibility is measured, as noted in Section 4.2.2, in
a particularly unrealistic, or ‘ecologically invalid’, way.

Blizzard also adds an evaluation of speaker similarity
to the mix. This was introduced initially only as a check
that participants were using the provided recordings and
not entering pre-built systems. With the advent of
speaker-adaptive approaches, and for unit selection en-
tires employing voice conversion, speaker similarity

became a useful dimension of the evaluation in its own
right.

Despite continued calls by the organisers, few re-
searchers in the community have risen to their challenge
to propose new and better listening test designs, and in
particular to propose what to evaluate. The only excep-
tion to this is Hinterleitner et al. (2011), who proposed
a multi-dimensional test for evaluating synthetic audio-
books. Their method was adopted by the Blizzard
Challenge organisers in those later years where audio-
book data was used.

4.2.2. How to evaluate

Playing synthetic speech to listeners and asking them
to make some response (e.g., provide a rating for a
specified property) or perform a task (e.g., transcribe
the words they heard) is the bread and butter of synthetic
speech evaluation.Whilst objective measures have their
place in single-system tuning or in identifying gross
differences between systems, a listening test remains
the only sure way to demonstrate the superiority of one’s
proposed new method.

The problem of evaluating synthetic speech via lis-
tening tests is not a solved one. It is intrinsically difficult
for two reasons. First, it is not clear exactly what prop-
erties to evaluate. Second, it is hard to know how to
evaluate the chosen properties, and one can never be
certain that all of the listeners have correctly performed
the task you expected of them.

Blizzard takes a simple approach to alleviating these
worries. The instructions given to listeners are generally
simple and do not require any training or high level of
knowledge on the listeners’ part. A large number of lis-
teners is employed, thus minimising the effect of indi-
viduals who fail to follow these instructions. The statis-
tical tests for significant differences are deliberately
conservative (Clark et al., 2007) in order to avoid false
claims. Of course, the flip-side of this is that it is possible
Blizzard fails to identify interesting differences some
of the time.

The listening tests typically used by the TTS research
community lack ecological validity in many ways. They
take place in an unusual setting – quiet, comfortable
listening booths with high-quality sound reproduction
and no distractions – and ask listeners to perform tasks
they would never do in everyday life. For example, in
order to test the intelligibility of systems, listeners are
asked to transcribe – by typing on a computer keyboard
– the individual words they heard. It is hard to think of
a real application where this would be done. Worse, the
sentences played to listeners are deliberately hard to
comprehend, often being devoid of meaning (Benoit
and Grice, 1996). This is done to remove the ceiling ef-
fect: in other words, many synthesisers could be close
to 100% intelligible if predictable, meaningful sentences
were used.
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Does the lack of ecological validity matter though?
In some respects it certainly is not a problem: if our
synthesiser is as intelligible as natural speechwhen using
difficult, meaningless sentences then we would be
confident that it would be at least as intelligible using
normal sentences. That is, the laboratory testing situation
can uncover effects that would shrink into insignificance
in the real world and the only danger is that we are
identifying rather small differences. We still have
confidence that we can identify the best system, although
we may over-estimate how much better than the next
system it actually is.

But in other respects the lack of ecological validity
is much more serious. The idealised environment is the
most serious issue: real end users do not operate in quiet
environments free of distractions. The 2009 Challenge
included a condition in which the synthetic speech was
corrupted by a simulated telephone channel (King and
Karaiskos, 2009) and the Hurricane Challenge men-
tioned in Section 4.1.2 addressed the problem of speech-
in-noise muchmore rigourously. The tasks used are also
a problem, since listeners are allowed to perform them
under no significant constraints on their attention or
time. There is doubtless still much to learn from experi-
mental psychology, including the use of distractors to
disguise to true purpose of the experiment, or methods
which can introduce realistic levels of cognitive load
into our subjects.

Despite these widely-recognised potential problems
with how TTS is generally evaluated, there have been
few attempts to innovate. Perhaps this is for the simple
reason that any alternative would almost certainly yield
far fewer data points per hour of testing time than current
paradigms, and so be less practical and more costly. But
perhaps it is just plain laziness: researchers prefer to
spend their time inventing exciting new methods for
synthesising speech, not worrying about whether they
are actually measuring the quality of their work in the
best way, especially when the burden of some of that
evaluation can be offloaded to an external Challenge.

4.3. Open issues

4.3.1. Whole system vs. component-level evaluations

As we mentioned in Section 2, Blizzard only at-
tempts end-to-end system evaluations. Moreover, it also
bundles in the data preparation stages such as alignment
with the text and optional hand-corrections performed
by some participants. In other words, it evaluates the
totality of the systems components and the engineering
skill and effort needed to make it work well on a new
database. Conclusions about whichmethod is “best” are
therefore inevitably filtered through the level of expertise
and available resources of the team implementing that
method. This may be a partial explanation of the “fail-
ure” of some entries: the idea had merit, but the imple-
mentation was flawed. The availability of resources for

checking and correcting the data varies widely between
participants. To quantify the effect this has on overall
quality, one year’s Challenge did release hand-checked
alignments but this was found to be of limited use be-
cause it does not guarantee consistency across systems,
since some may use a different phonetic inventory or
pronunciation dictionary. Some participants have
themselves investigated the benefits of manual annota-
tions (Chu et al., 2006).

Providing linguistic specifications may appear to be
one way to isolate the waveform generation component,
but it would not be possible for some participants to
modify their systems to use an externally-provided lin-
guistic specification.

4.3.2. Common data, but what else?

The core of the Blizzard Challenge is the shared
corpus which all participants are required to use. Its size
has varied over the years, generally getting larger over
time, and several years have seen specific sub-challenges
involving restricted corpus sizes. As we havementioned
a number of times throughout this paper, a common
corpus only ‘levels the playing field’ to some degree
and there remain many other uncontrolled factors which
may explain differences between systems. It is probably
impossible to entirely separate out the effectiveness of
a proposed technique from the skill of the engineer who
implements it. Simple techniques, implemented by ex-
perts, can perform very well. Certainly, complex tech-
niques poorly implemented are not likely to succeed.
Within a single year of the Challenge then, it is hard to
say for sure that one technique is better than another.

But, by looking over several years of Challenges, as
we have done here, we can start to find independently-
constructed systems being entered that use a common
technique. When we see several of these performing
well, then it becomes more reasonable to say that this
is a good technique. Clear examples of this (if imple-
mented skilfully) include unit selection, which almost
guarantees a good naturalness score, HMM-based
methods, which almost guarantee good intelligibility,
and hybrid systems which maintain the high naturalness
of unit selection and start to approach the intelligibility
of HMM systems.

4.3.3. Too much at stake leads to too little risk

As the Challenge becamemore andmore established,
and a firm fixture in the calendar, awareness of it began
to rise outside the immediate circle of participating re-
searchers. A negative effect of this is that participation
in the Challenge has become a more public affair:
poorlyperforming entries no longer go un-noticed but
instead start to attract attention. For the research labs in
large corporations, this presents a major barrier to par-
ticipation in the Challenge, since their manage-
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under no significant constraints on their attention or
time. There is doubtless still much to learn from experi-
mental psychology, including the use of distractors to
disguise to true purpose of the experiment, or methods
which can introduce realistic levels of cognitive load
into our subjects.

Despite these widely-recognised potential problems
with how TTS is generally evaluated, there have been
few attempts to innovate. Perhaps this is for the simple
reason that any alternative would almost certainly yield
far fewer data points per hour of testing time than current
paradigms, and so be less practical and more costly. But
perhaps it is just plain laziness: researchers prefer to
spend their time inventing exciting new methods for
synthesising speech, not worrying about whether they
are actually measuring the quality of their work in the
best way, especially when the burden of some of that
evaluation can be offloaded to an external Challenge.

4.3. Open issues

4.3.1. Whole system vs. component-level evaluations

As we mentioned in Section 2, Blizzard only at-
tempts end-to-end system evaluations. Moreover, it also
bundles in the data preparation stages such as alignment
with the text and optional hand-corrections performed
by some participants. In other words, it evaluates the
totality of the systems components and the engineering
skill and effort needed to make it work well on a new
database. Conclusions about whichmethod is “best” are
therefore inevitably filtered through the level of expertise
and available resources of the team implementing that
method. This may be a partial explanation of the “fail-
ure” of some entries: the idea had merit, but the imple-
mentation was flawed. The availability of resources for

checking and correcting the data varies widely between
participants. To quantify the effect this has on overall
quality, one year’s Challenge did release hand-checked
alignments but this was found to be of limited use be-
cause it does not guarantee consistency across systems,
since some may use a different phonetic inventory or
pronunciation dictionary. Some participants have
themselves investigated the benefits of manual annota-
tions (Chu et al., 2006).

Providing linguistic specifications may appear to be
one way to isolate the waveform generation component,
but it would not be possible for some participants to
modify their systems to use an externally-provided lin-
guistic specification.

4.3.2. Common data, but what else?

The core of the Blizzard Challenge is the shared
corpus which all participants are required to use. Its size
has varied over the years, generally getting larger over
time, and several years have seen specific sub-challenges
involving restricted corpus sizes. As we havementioned
a number of times throughout this paper, a common
corpus only ‘levels the playing field’ to some degree
and there remain many other uncontrolled factors which
may explain differences between systems. It is probably
impossible to entirely separate out the effectiveness of
a proposed technique from the skill of the engineer who
implements it. Simple techniques, implemented by ex-
perts, can perform very well. Certainly, complex tech-
niques poorly implemented are not likely to succeed.
Within a single year of the Challenge then, it is hard to
say for sure that one technique is better than another.

But, by looking over several years of Challenges, as
we have done here, we can start to find independently-
constructed systems being entered that use a common
technique. When we see several of these performing
well, then it becomes more reasonable to say that this
is a good technique. Clear examples of this (if imple-
mented skilfully) include unit selection, which almost
guarantees a good naturalness score, HMM-based
methods, which almost guarantee good intelligibility,
and hybrid systems which maintain the high naturalness
of unit selection and start to approach the intelligibility
of HMM systems.

4.3.3. Too much at stake leads to too little risk

As the Challenge becamemore andmore established,
and a firm fixture in the calendar, awareness of it began
to rise outside the immediate circle of participating re-
searchers. A negative effect of this is that participation
in the Challenge has become a more public affair:
poorlyperforming entries no longer go un-noticed but
instead start to attract attention. For the research labs in
large corporations, this presents a major barrier to par-
ticipation in the Challenge, since their manage-
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Evaluation of speech synthesis

• Group activity: design a listening test

Module 5 - evaluation
Class



Group activity: design a listening test

• Step 1
• define the hypotheses more precisely
• what aspects to evaluate; what task(s) for the listeners

• Step 2
• materials
• listeners: type, recruitment, vetting,…

• Step 3
• interface design
• should you show the text to the listener? will you play examples of natural speech?

• Step 4
• sanity checking results, detecting listeners who cheat, removing outliers
• mock-up how the results will be presented in your paper

Module 5 - evaluation
Class



Systems to be evaluated

• I tried varying the contents of the database, and found it had a strong effect on the 
synthetic speech

• Step 1
• write down at least two clear hypotheses that could be tested
• what aspects of the speech would need to be evaluated, to test those hypotheses?
• what task(s) are you going to ask your listeners to do?
• what systems will you need to build?

Module 5 - evaluation
Class


