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Module 8

The Hidden Markov Model



Orientation

• We’ve arrived at HMMs

• Pattern matching

• Extracting features from speech

• Probabilistic generative modelling



Orientation: from Dynamic Time Warping to the Hidden Markov Model
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What you should already know

• a single template (as in DTW) cannot 
capture the natural variability of speech
• an old-fashioned solution was to store 

multiple templates

• a much better solution is to capture 
variability using statistics 

• essentially: mean & variance
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Recap: the multivariate Gaussian as a generative model
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Hidden state sequence

P(O |model) P(O, Q |model)
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Two ways to implement the Viterbi algorithm



What next?

• connected speech

• training the model from data

this extension will turn out to be quite easy

we just need to add a language model

computationally, this is straightforward

but you may find it conceptually challenging
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Fitting the Gaussian to data p(x) = 1
σ 2π
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