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Putting one technology against another can lead to intriguing developments.
Using speech synthesis to 'spoof' speaker verification systems was initially
found to be very successful, but immediately triggered the development of
effective countermeasures.

The next step in the arms race is synthetic speech that cannot be detected by
those countermeasures. It doesn't even have to sound natural or like the target
speaker to a human listener - only to the machine. Other forms of such an
adversarial attack have been demonstrated against image classifiers (with
images that look like one thing to a human but something entirely different to
the machine) and automatic speech recognition systems (where signals that
sound like noise to a human are recognised as words by the machine).

This highlights the enormous differences between human and machine
perception. Does that matter? Do generative models and adversarial
techniques tell us anything about human speech, or is there no connection?

I'm not promising any answers though; I'm likely to raise more questions.
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Some pieces of an interesting puzzle

1. Speech synthesis

2. Objective measures of speech quality

3. Speaker identification or verification

4. Presentation attack (‘spoofing’)

5. Countermeasures (‘anti-spoofing’)

6. Adversarial techniques
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1. Speech synthesis

• the goal is to sound ‘natural’
• which is defined as ‘human-like’

• usually sounds like a specific 
individual human talker
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1. Speech synthesis - how it works

Text-to-Speech

text waveform

Author of the…
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Reduce to a problem we can actually solve with machine learning

acoustic features
linguistic

specification
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linguistic
specification

The classic pipeline of statistical parametric speech synthesis

Front end Waveform 
generator

text waveformacoustic features

Statistical 
model

Author of the…
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Statistical 
model

linguistic
specification

The classic pipeline of statistical parametric speech synthesis

text waveformacoustic features

Regression
feature 

extraction
feature 

extraction

Author of the…
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• Auditory / perceptual model
• Feature extraction
• Feature engineering (normalise etc)

• Compare features of
• degraded speech
• reference natural speech

• Map to perceptual score

2. Objective measures
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2. Objective measures - how they work (it’s complicated !)
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speechsynthesis

objectivemeasures

Measuring naturalness
without using human listeners
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Proc. Blizzard Challenge 2010
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3. Speaker identification or 
verification

• older method
• build a model of the speaker
• build a model of all competing speakers 

(‘background’)
• compare likelihood of data under each

• newer method
• project (embed) speakers into a space
• classify in that space

• Both need clever techniques to separate out 
speaker-specific features (from channel, 
session, …)
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3. Speaker identification or verification - how it works

An overview of text-independent speaker recognition: From features to supervectors. 
Kinnunen & Li,  Speech Communication Volume 52, Issue 1, January 2010, Pages 12-40© Copyright Simon King, University of Edinburgh, 2018. Personal use only. Not for re-use or redistribution.
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• ISO/IEC 30107-1:2016 

• Speaker-adaptive text-to-speech
• Voice conversion
• Replay of recorded speech

• Mostly general-purpose systems

• Until recently, very little attack-
specific work

4. Presentation attack 
(‘spoofing’)
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Fraudsters and hackers may be able to 
steal or guess your security number, 
but they can't replicate your voice. 
Voice ID is sensitive enough to help 
detect if someone is impersonating you 
or playing a recording - and recognise
you even if you have a cold or sore 
throat.
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Fraudsters and hackers may be able to 
steal or guess your security number, 
but they can't replicate your voice. 
Voice ID is sensitive enough to help 
detect if someone is impersonating you 
or playing a recording - and recognise
you even if you have a cold or sore 
throat.

4. Presentation attack (‘spoofing’) - how it works

impersonationreplay

speech synthesis voice conversion
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4. Presentation attack (‘spoofing’) - how it works

impersonation

replay

speech synthesis

voice conversion

speaker 
verification

system false

true
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Presentation attack
using speech synthesis 
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5. Countermeasures (‘anti-spoofing’)

• Lots of work on detecting:
• synthetic speech
• voice-converted speech
• record and playback

• Focus is on detecting artefacts
• extract large numbers of features
• apply machine learning
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5. Countermeasures (‘anti-spoofing’) - how they work

ASVspoof: The Automatic Speaker Verification Spoofing and Countermeasures Challenge. Wu, Yamagishi, 
Kinnunen, Hanilci, Sahidullah, Sizov, Evans, Todisco & Delgado, IEEE Journal of Selected Topics in Signal 
Processing, vol. 11, no. 4, pp. 588-604, June 2017.
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Speaker identification that is
defended against presentation attack
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Another use for replay detection…
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…but detection of replay & synthetic speech
will also block users of assistive communication devices 

[image credit: Tobii-Dynavox]
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• Constructing examples
• images, objects, and sounds

• Training a generative model
• that learns to beat the adversary

6. Adversarial techniques
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6. Adversarial techniques - how they work : adversarial examples

classifier

“bicycle”+ “apple”
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• Recognised by the machine as 
one thing, but for humans

• mean nothing, or
• recognised as something else

Adversarial images & objects
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Images that that mean nothing 

to humans, but fool machines

• Machines use quite different 

features to humans

• Constructed images can fool 

them, via these extracted 

features

Deep Neural Networks are Easily Fooled: High 

Confidence Predictions for Unrecognizable 

Images. Nguyen, Yosinski & Clune, CVPR 2015© Copyright Simon King, University of Edinburgh, 2018. Personal use only. Not for re-use or redistribution.



Images that look like one thing to humans, but another to machines.

Explaining and harnessing adversarial examples. Goodfellow, Shlens & Szegedy, ICLP 2015

Published as a conference paper at ICLR 2015

+ .007⇥ =

x sign(rxJ(✓,x, y))
x+

✏sign(rxJ(✓,x, y))
“panda” “nematode” “gibbon”

57.7% confidence 8.2% confidence 99.3 % confidence

Figure 1: A demonstration of fast adversarial example generation applied to GoogLeNet (Szegedy
et al., 2014a) on ImageNet. By adding an imperceptibly small vector whose elements are equal to
the sign of the elements of the gradient of the cost function with respect to the input, we can change
GoogLeNet’s classification of the image. Here our ✏ of .007 corresponds to the magnitude of the
smallest bit of an 8 bit image encoding after GoogLeNet’s conversion to real numbers.

Let ✓ be the parameters of a model, x the input to the model, y the targets associated with x (for
machine learning tasks that have targets) and J(✓,x, y) be the cost used to train the neural network.
We can linearize the cost function around the current value of ✓, obtaining an optimal max-norm
constrained pertubation of

⌘ = ✏sign (rxJ(✓,x, y)) .

We refer to this as the “fast gradient sign method” of generating adversarial examples. Note that the
required gradient can be computed efficiently using backpropagation.

We find that this method reliably causes a wide variety of models to misclassify their input. See
Fig. 1 for a demonstration on ImageNet. We find that using ✏ = .25, we cause a shallow softmax
classifier to have an error rate of 99.9% with an average confidence of 79.3% on the MNIST (?) test
set1. In the same setting, a maxout network misclassifies 89.4% of our adversarial examples with
an average confidence of 97.6%. Similarly, using ✏ = .1, we obtain an error rate of 87.15% and
an average probability of 96.6% assigned to the incorrect labels when using a convolutional maxout
network on a preprocessed version of the CIFAR-10 (Krizhevsky & Hinton, 2009) test set2. Other
simple methods of generating adversarial examples are possible. For example, we also found that
rotating x by a small angle in the direction of the gradient reliably produces adversarial examples.

The fact that these simple, cheap algorithms are able to generate misclassified examples serves as
evidence in favor of our interpretation of adversarial examples as a result of linearity. The algorithms
are also useful as a way of speeding up adversarial training or even just analysis of trained networks.

5 ADVERSARIAL TRAINING OF LINEAR MODELS VERSUS WEIGHT DECAY

Perhaps the simplest possible model we can consider is logistic regression. In this case, the fast
gradient sign method is exact. We can use this case to gain some intuition for how adversarial
examples are generated in a simple setting. See Fig. 2 for instructive images.

If we train a single model to recognize labels y 2 {�1, 1} with P (y = 1) = �
�
w>x+ b

�
where

�(z) is the logistic sigmoid function, then training consists of gradient descent on

Ex,y⇠pdata⇣(�y(w>x+ b))

where ⇣(z) = log (1 + exp(z)) is the softplus function. We can derive a simple analytical form for
training on the worst-case adversarial perturbation of x rather than x itself, based on gradient sign

1This is using MNIST pixel values in the interval [0, 1]. MNIST data does contain values other than 0 or
1, but the images are essentially binary. Each pixel roughly encodes “ink” or “no ink”. This justifies expecting
the classifier to be able to handle perturbations within a range of width 0.5, and indeed human observers can
read such images without difficulty.

2 See https://github.com/lisa-lab/pylearn2/tree/master/pylearn2/scripts/
papers/maxout. for the preprocessing code, which yields a standard deviation of roughly 0.5.

3
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Objects that look like one thing to humans, but another to machines

Synthesizing robust adversarial examples. Athalye, Engstrom, Ilyas & Kwok, ICML 2018© Copyright Simon King, University of Edinburgh, 2018. Personal use only. Not for re-use or redistribution.



Video: 0m35s© Copyright Simon King, University of Edinburgh, 2018. Personal use only. Not for re-use or redistribution.



Video available at

https://www.labsix.org/physical-objects-that-fool-neural-nets

or

https://youtu.be/qPxlhGSG0tc
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• Recognised by the machine as 
one thing, but for humans

• sounds like noise, or
• sounds like something else, or
• simply inaudible

Adversarial sounds
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Video: 2m40s© Copyright Simon King, University of Edinburgh, 2018. Personal use only. Not for re-use or redistribution.



Video available at

http://www.hiddenvoicecommands.com

or

https://youtu.be/HvZAZFztlO0
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Hidden Voice Commands. Carlini, Mishra, Vaidya, Zhang, Sherr, Shields, Wagner & Zhou, 
USENIX Security Symposium (Security) 2016.© Copyright Simon King, University of Edinburgh, 2018. Personal use only. Not for re-use or redistribution.



Sounds that fool machines, but are 
heard as something else by humans

https://nicholas.carlini.com/code/audio_adversarial_examples

Normal audio, recognised correctly by ASR

Adversarial audio, recognised incorrectly by ASR as 
okay google browse to evil dot com
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Recognised by machine, 
but inaudible to humans

• Modulate an ultrasound 
carrier with speech

• Demodulation occurs 
because of non-linearities
in the receiving microphone 
(in a smartphone)

DolphinAttack: Inaudible Voice Commands. Zhang, Yan, Ji, Zhang, Zhang & Xu,
ACM Conference on Computer and Communications Security (CCS) 2017© Copyright Simon King, University of Edinburgh, 2018. Personal use only. Not for re-use or redistribution.
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6. Adversarial techniques - how they work : generative adversarial 
networks

natural examples

generator adversary
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natural examples

generator adversary

fake
real
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Training the generator

generator adversary

fake
real

freeze
parameters

update
parameters
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Training the adversary

generator adversary

fake
real

update
parameters

freeze
parameters

natural examples

© Copyright Simon King, University of Edinburgh, 2018. Personal use only. Not for re-use or redistribution.



• Modified loss function is sum of
• adversarial loss
• generation error

• Conditional generator
• e.g., linguistic features, for text-

to-speech

Practical adversarial training
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speechsynthesis

adversarial

techniques

Synthetic speech that is indistinguishable
from natural speech…

but only if the listener is another machine!

…so how about making the machine listen
more like a human does?
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…so how about making the machine listen
more like a human does?
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Objective measure vs. adversarial technique

• Either can be used to optimise, e.g. speech synthesis

• Objective measure
• advantage: supposed to mimic human judgements
• disadvantages: not designed for synthetic speech; only measures global 

‘quality’ (whatever that means) and not ‘naturalness’
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Objective measure vs. adversarial technique

• Either can be used to optimise, e.g. speech synthesis

• Adversarial technique
• advantages: powerful, automatic, require no additional data or knowledge
• disadvantage: doesn’t behave like a human, so not clear what we are 

optimising
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Why not use an objective measure as the adversary?

• Objective measure
• advantage: supposed to mimic human judgements

• Adversarial technique
• disadvantage: doesn’t behave like a human, so not clear what we are 

optimising

• An adversarial objective measure
• could incorporate complete objective measure,   or
• just the internal representation used in its perceptual model
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How to use an objective (quality) measure as the adversary
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speechsynthesis

objectivemeasures

adversarial

techniques

Machines that learn
to speak naturally
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Machines that learn
to beat speaker identification
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Conclusions
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http://speech.zone
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